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System Software@Sandia

Established the functional partition

model for HPC systems

* Tailor system software to function
(compute, /0, user services, etc.)

Pioneered the research, development,

and use of lightweight kernel operating

systems for HPC

* Only DOE lab to deploy OS-level software
on large-scale production machines

* Provided blueprint for IBM BlueGene OS

Set the standard for scalable parallel

runtime systems for HPC

e Fast application launch on tens of
thousands of processors

Significant impact in the design and of

scalable HPC interconnect APIs

* Only DOE lab to deploy low-level

interconnect APl on large-scale
production machines

AWARDS
1998 Sandia Meritorious Achievement Award,
TeraFLOP Computer Installation Team
« 2006 Sandia Meritorious Achievement Award, Red
Storm Design, Development and Deployment Team
« 2006 NOVA Award Red Storm Design and
Development Team
« 2009 R&D 100 Award for Catamount Multi-Core
Light Weight Kernel
2010 Excellence in Technology Transfer Award,
Federal Laboratory Consortium for Technology
Transfer
2010 National Nuclear Security Administration
Defense Programs Award of Excellence
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Lightweight Kernel Timeline

2002 2008

Catamount Kitten " Hobbes
2002 - - 2007
Virtuoso Palacios
2004 2007 2012
IBM BG/L CNK " IBM BG/P CNK " IBMBG/QCNK ~~ 'BMFusedOS
Green = Open Source
Red = Closed Source
= Kitten and CNK similar in concept =  Palacios and Xen are both hypervisors
=  Both support Linux APl subset and ABI =  Palacios designed to be embeddable in a host OS,
compatibility Kitten or Linux
=  Kitten targets x86 (ARM underway), =  Palacios is designed for HPC, low overhead,
CNK targets PowerPC only predictable performance
=  Kitten leverages Linux source code, =  Palacios targets x86,
CNK uses no Linux source code Xen targets x86 + other archs




Project Goals

= Deliver prototype OS/R environment for R&D in extreme-
scale scientific computing

" Focus on application composition as a fundamental driver

= Develop necessary OS/R interfaces and system services required to
support resource isolation and sharing

= Support complex simulation and analysis workflows
= Provide a lightweight OS/R environment with flexibility to
build custom runtimes
= Compose applications from a collection of enclaves
= Leverage Kitten lightweight kernel and Palacios lightweight

virtual machine monitor

= Enable high-risk high-impact research in virtualization, energy/power,
scheduling, and resilience




Factors Influencing OS Design
I

Applications P
* Usage Model
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Exascale Focus on Hardware

= Reliability/Resilience

= Power/Energy

= Heterogeneity

= Memory hierarchy

= Cores, cores, and more cores

= Risk
= Hardware advancements and investments can provide orders of
magnitude improvement

= (OS/R advancements can provide double-digit percentage
improvement



Application Focus on Programming Models

= Dealing with effects of many-core
= Advanced runtime systems
= Node-level resource allocation and management
= Managing locality
= Extracting parallelism

= |ntrospective, dynamic, adaptive capabilities

= Risk
" |ncremental approach (OpenMP) wins
Advanced runtime capabilities are overkill

= No clear on-node parallel programming model winner
Difficult to optimize OS/R




OS/R is Enabling Technology

= Need to support advanced run-time systems and approaches
to resilience and power/energy, not necessarily provide
solutions

= BASF mantra
= We don’t make it - we make it possible

= OS/R should focus on providing capability, not just
overcoming limitations of current hardware

= Application composition is the responsibility of the OS/R

= Capability will be required regardless of underlying hardware or
overlying parallel programming model




Application Composition Will Be
Increasingly Important at Extreme-Scale

= More complex workflows are driving need for advanced OS services and capability
= Exascale applications will continue to evolve beyond a space-shared batch scheduled approach

= HPC application developers are employing ad-hoc solutions
= Interfaces and tools like mmap, ptrace, python for coupling codes and sharing data

= Tools stress OS functionality because of these legacy APIs and services
= More attention needed on how multiple applications are composed

= Several use cases
= Ensemble calculations for uncertainty quantification
= Multi-{material, physics, scale} simulations
= |n-situ analysis
= Graph analytics
= Performance and correctness tools
= Requirements are driven by applications
= Not necessarily by parallel programming model
= Somewhat insulated from hardware advancements



Multiphysics Example

Technical Discussion on CASL:
Why is Multiphysics Coupling Difficult?

* The most complex software engineering project | have been involved with
-~ Fortran, C, C++, Java, Python, Perl, ...
— 21 git repositories
- VERA is composed of 350+ software engineering packages, 12 TPLs

» Multiscale physics: Thermal hydraulics (CFD, Subchannel), Neutron transport
(SN, MOC), materials models, crack propagation, multiphase boiling, ...

* Multiple discretizations and solution algorithms

— Steady-state, transient (expllclt, operator split, implicit), pseudo-transient,
continuation, eigensolvers, etc

- CVFEM, FE, DGFEM, DAE network models, ...
— Stability and Conservation are critical

« Code use different units, coordinate systems, dimensions, pin axis alignment

» Software engineering quality of individual codes: app - library = disaster!

Code integrations require a strong combination of skills in physics
simulation, numerical algorithms and software engineering




Multiphysics Example (cont’d)

}‘ Peregrine/Insilico/CTF Executable
(Only ONE of many executables in VERA)

* VRIPSS

+ COBRA-TF

* Exnihilio (Insilico, Denovo, nemesis)

* Drekar

* MOOSE/Peregrine

- Qt

« SCALE (200+ libraries, 30+ years of NRC
codes)

* LIBMESH

« Data Transfer Kit

* LIME

* Trilinos (35+ libraries)
* PETSc

*« HYPRE

* Netcdf

« HDF5

* Boost —
* Many others... National

Laboratories




Multiphysics Example (concl’d)
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A Multiphysics Distributor
(Four levels of MPI Communicators)
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Project Activity Areas
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Hobbes Complements Existing DOE OS/R R&D Investments

= DOE/ASCR

= XPRESS
Deliver prototype system software stack that instantiates ParalleX model
HPX runtime system
Kitten enhancements for dynamic adaptive runtime system

= Scalable System Virtualization
Exascale hardware/software design with Kitten/Palacios

= DOE/ASC CSSE
= Scalable Interconnects project
Portals 4 for scalable application and system network services
= Simulation Tools project
Kitten running on SST
= Software and Tools for Scalability and Performance
Kitten port to ARM

= Sandia LDRD

= Exascale Grand Challenge
Kitten+Qthreads+Portals 4 for unified simulation and analysis architecture



Accomplishments So Far

= Ron Brightwell, et al. “Hobbes:
Composition and Virtualization as the
Foundations of an Extreme-Scale OS/
R,” in Proceedings of the Workshop
on Runtime and Operating Systems
for Supercomputers, June 2013.

= Pete Beckman. “Argo: An Exascale
Operating System and Runtime,”
Invited Talk, Workshop on Runtime
and Operating Systems for
Supercomputers, Jun 2013.

= Ron Brightwell, Patrick Bridges, Terry
Jones. “Hobbes: Operating System
and Runtime Research for Extreme
Scale,” INCITE Proposal for 36 million
core hours on Titan.
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